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Abstract

Managing the bandwidth allocated to a Label Switched Path in MPLS networks plays a major role for provisioning of Quality of Ser-
vice and efficient use of resources. In doing so, two main contrasting factors have to be considered: not only the bandwidth should be adapt-
ed to the traffic profile but also the effort for bandwidth renegotiation associated with a variation of the allocated bandwidth should be kept
at low levels. In this context, we formulate a problem of optimal LSP bandwidth reservation as the one of minimizing a convex combina-
tion of the difference between the assigned bandwidth and the estimated future traffic, and of a measure of the frequency of bandwidth
variations. The contribution of this paper is to propose a new method to reserve optimally the bandwidth of an LSP, avoiding an excess
of bandwidth renegotiations on the basis of prediction of future traffic, assuming a simple birth-and-death model to describe the traffic
dynamics. Whenever the prediction is inaccurate due to unpredictable variations in the characteristics of real traffic, a suitable “emergency
procedure” is proposed, which performs a new traffic prediction and a consequent modified bandwidth reservation. Numerical results are

presented which show the effectiveness of the method and the achieved performance, both for simulated and real data traffic.

© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

One major problem in the management of the current
large networks is the complexity and the enormous amount
of operations required to satisfy user demands while using
resources efficiently. To reduce this complexity, DiffServ
aware MPLS architecture can be adopted, where connec-
tions belonging to the same class from a source to a desti-
nation can be aggregated on a virtual tunnel called Label
Switched Path (LSP) and treated in the network in the
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same way as a group. LSPs are characterized by a initial
router (source), a final router (destination), the path over
which the LSP is routed, and a given reserved bandwidth.
In this paper, we consider the problem of the dynamic
LSP bandwidth reservation, as a function of the traffic.
Consider the traffic profile shown in Fig. 1. If the band-
width assigned to the LSP is kept to a fixed value not less
than the peak, a large amount of non-utilized bandwidth is
wasted as illustrated by scheme 1 in the figure. On the other
hand, if the LSP bandwidth reservation is fixed at a rela-
tively lower value, possibly the mean, congestion occurs,
with the consequent deterioration of the quality of service,
when the actual traffic is above the reservation. This is illus-
trated by the scheme 2 in the figure. In other words, the
LSP bandwidth should be adapted to the traffic profile,
for example as shown in the scheme 3 of the figure. How-
ever, the renegotiation of the LSP bandwidth requires some
predictive capability and a control effort which introduce a
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Fig. 1. Traffic profile.

processing cost that has to be taken into account.
Consequently, it is very critical to find a good balance
between the conflicting goals of adapting the bandwidth
of the LSP to the traffic profile and minimizing the manage-
ment complexity.

The field of dynamic bandwidth reservation is not new,
but the results available are limited due to the difficulty in
modeling and characterizing the dynamic traffic profiles
accurately. Several approaches have been proposed in the
literature for this problem. The first application of dynamic
bandwidth reservation is for Virtual Paths (VPs) in ATM
networks [1-3]. These approaches are based on Markovian
assumption for the traffic arrival process. Recently, in the
same context, a similar problem has been considered in
[4], where agents are used to assign the capacity to the
VPs using a simple operational rule to determine the
amount of bandwidth to be allocated. The problem is for-
mulated by accounting for bandwidth utilization and con-
nection processing constraints. After decomposing the
problem at link level and approximating the link model,
an optimal solution is obtained. However in this approach
the processing rate of the network and its cost are treated
as constraints and it is assumed that the agent knows the
actual value of the active connections. Other results on
the dynamic bandwidth reservation are in the field of net-
work management to allocate bandwidth to aggregations
of traffic flows [5-8]. Another approach for bandwidth allo-
cation based on measurements is given in [9]. However, the
analysis considers only the packet level and forecast is car-
ried out without considering any flow or session at the
application level. The third application is for LSP band-
width reservation in MPLS networks [10]. Cisco MPLS
AutoBandwidth allocator monitors the peak traffic
through the LSP for a small time interval keeping track
of the largest peak over a longer interval, and then re-ad-
justing the LSP bandwidth based upon the largest peak
for that longer interval.

In this paper, we formulate the problem of optimal LSP
bandwidth reservation assuming as cost function a convex
combination of the difference between the assigned band-
width and the predicted traffic and of a measure of the fre-

quency of bandwidth variations. In some special cases it is
possible to know the amount of future traffic, for example
when the traffic is generated by an on-demand preplanned
service such as virtual dedicated lines or video on-demand.
However in general, traffic is not known in advance and is
very variable. Consequently, in order to assign the band-
width to the LSP properly, it is important to predict the
traffic profile for a limited future interval, on the base of
noisy measurements performed in the past. Summarizing,
in this paper we propose a new method to optimally reserve
the LSP bandwidth, minimizing the risk of congestion and
bandwidth wastage and at the same time the bandwidth
variation cost. Traffic prediction is performed using the
past traffic measurements and assuming a birth-and-death
model for the traffic dynamics. At each decision instant,
the proposed method calculates the optimal value of the
capacity to be reserved for the future time interval, as well
as the length of the same interval. At the end of each inter-
val, a new optimal bandwidth reservation is calculated
along with a new duration of validity.

Since the prediction can have a variable accuracy
depending on the traffic characteristics, we have comple-
mented our method with an “emergency procedure”. If
the bandwidth assigned to the LSP is lower than the carried
traffic, but the traffic is “elastic” [11] and can tolerate
delays, the optimal solution is still satisfactory. However,
if the traffic is “streaming” and the bandwidth on the LSP
is not enough, it is necessary to verify on-line the difference
between the estimated traffic and the assigned bandwidth,
and perform the “emergency procedure” when this differ-
ence is greater or less than suitable given thresholds.

Our proposed method allows the allocated bandwidth to
follow the traffic profile closely, while reducing the renego-
tiation effort drastically. Furthermore, our method is char-
acterized by few parameters, whose values have to be
chosen by the network operator to obtain the desired
behavior. Finally, the time to compute the solution is small
enough to allow the on-line use of the method.

In Section 2, the dynamic stochastic model of the traffic
and the related measurement equations are presented; also
suitable algorithms for traffic filtering and prediction are
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described. In Section 3, the optimal allocation problem is
formulated as an iterative on-line problem, the existence
of the optimal solution is proved and an analytical method
to find the solution is provided; also the “emergency proce-
dure” to recover from large prediction errors is described.
Finally, in Section 4, the proposed method is tested and
validated by considering simulated and real traffic traces
and by comparing it with commonly used reservation
procedures.

2. Modeling and estimating traffic on a label switched path

In this section we will recall some results which have
been previously deduced [12] with reference to the problem
of modeling the number of active connections on a tele-
communication link and in particular on an LSP, as well
as the one of filtering and forecasting the same quantity,
by exploiting noisy measurements available in discrete
times. Let x(7) € {0,1,2,...,N} denote the number of
active connections at time ¢ in a given communication link.
A simple birth-and-death model for x () may be given as
follows:

dx(f) = AN —x(2))dt + [dv, (1) — A(N —x(¢))d1]
— pox(2)de — [dvs — px(r)di] (1)

where vy (¢), v,(¢) are doubly stochastic independent Pois-
son processes with rate A(N — x (7)) and px(7), respectively,
A and p being the birth and death rates assumed to be
known, constant and non-negative. Initial condition x(zo)
for Eq. (1) is assumed statistically known.

All connections are supposed to employ the same known
bandwidth C. A bandwidth broker is naturally interested in
knowing the total bandwidth requested Cx(7). To that pur-
pose, at the discrete times #;,i=0,1,..., a specific device
yields a measurement y(z;) of Cx(z;) which is affected by
an error n(t):

y(t,) = Cx(t,-) + n(tl) = 07 17 . (2)
The sequence {n(t;),i=0,1,...} is assumed to be white.
Each error sample n(z;) is such that y(z;) € {0,1,...,y}

where y;, = CN. Besides, the same sequence is probabilisti-
cally characterized by the values g, (k) defined as follows:

qy(tilk) = P(y(t;) = h|x(t;) = k),
he{0,1,....yy}, ke{0,1,...,N} (3)

Denoting by py (i) the probability that x(7) = k, given the
values of y(¢), j=0,1,...,i, introducing the (N+1) —
vector

p(tli) = (po(tli)py (1) - - py (2]i))"

the following iterative equation can be deduced:

U+ Dexp{Otn — )}l
Pl ) = 7 1 exp(Qltas — 1) ()

where 17 = (11 --- 1) € 2" and

_NJ p 0 0
Ni —[(N=1)2+py 2u 0 0
0= 0 (N=1)4 —[(N=2)A+2u] 3u 0
0 20 A+ (N-Dy Nu
0 0 2 —Nu
Un(i+ 1) = diag {g,(tin1]k) }
0<hk<N

and where the initial value p(#y|0) is assumed to be known.

The optimal estimate x(#]i) of x(2), t € (t; t;i+1] given
the measurements y(¢),j=0,1,...,(i+1), can be
obtained by minimizing the conditional variance of the
estimate error, and, as far as the filtering is concerned,
it results in

_ LU+ 1) exp{O(tis1 — 1) }p(ti]7)
VUi + 1) exp{Q(tis1 — 1:)}p(ti]i)
where L7 = (012 - - - N). Furthermore, for the correspond-

ing conditional mean value of the estimate error, we
have

X(tip|i+1) 4)

_ MU (i + 1) exp{Q(tis1 — 1) }p(]7)
17U, (i + 1) exp{Q(tis1 — ;) }p(t:li)
— #(tia|i + 1) ()

where M7 = (014 --- N?). As far as the forecasting estimate
is concerned, from Eq. (1) we have:

o (tali+1)

x(tl) = exp{—(4 + @) (t — ;) }x(ali)

N (e ) g e (1] (6)

+ 5
At u

and for the corresponding variance:

0'2(I|i) — 672(/#/1)(14;)02(%'1.) i /[ez(iﬂL)(tu)
ti
N = (2 = wx(u|i)]du, t € (4 ti1] (7)
Updating the estimation of x and of the related error var-
iance by Eqs. (4) and (5) requires the computation of <.
In order to avoid this effort, in [12] some approximated
methods have been proposed; they assume that the distri-
bution of x(#;) conditioned upon the observations
y(),j=0,1,2,...,i and the distribution of y(#;) condi-
tioned upon x(#;) are both uniquely defined by their mean
value and variance. The most popular choice is to assume
that both the above distributions are gaussian. This, of
course, not only cancels the discrete character of x(¢;)
and y(¢;), but also broadens their support (naturally posi-
tive and bounded) to the whole £.
With this last assumption, Egs. (4) and (5) give rise to
the well-known Kalman—Bucy filter:

$(tinli+ 1) = $(ti i) + K (i + Dp(tr) = Crlea )] (8)
(tpaili+1) = [1 = CK(i + D)o (t1]1) (9)

where the innovation gain K(i + 1) is given by
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K(i4 1) = - o Lenl) (10)
C2a(ti1]i) + 02(tis1)

and ¢>(t;1) denotes the variance of n(;41). As far as the
forecasting step is concerned, the expressions (6) and (7)
still hold.

In the next section we will consider a problem of optimal
bandwidth allocation, by exploiting the results of a suitable
filtering and forecasting procedure. Note that the formula-
tion and the solution of this problem is independent of the
adopted filtering method; therefore in the following section
we will not specify which one of the above filtering proce-
dure will be considered. In Section 4 we will test and vali-
date the proposed optimization procedure and in this case
we will choose a particular estimation method.

3. A predictive on-line method for the optimal allocation of
the bandwidth

In this section the problem of LSP bandwidth reservation
is formulated as an on-line iterative control problem. On the
basis of the prediction X(¢|i) for the number of active connec-
tions obtained by using one of the filters described in the pre-
vious section, the optimal values of the bandwidth x? to be
reserved and the interval A of time for which this reservation
is maintained need to be calculated. In the following, the
existence of the optimal solution is proved and an analytical
method to find this solution with a low computational effort
is also provided. Finally, the “emergency procedure” is
described. This latter action can be used when the difference
between the estimated traffic and the assigned bandwidth is
greater than a given threshold.

3.1. Problem formulation and solution

In order to formulate an optimization problem for the
bandwidth allocation, we will assume that

x(t) = x; € [0,N],
i=0,1,2,...

V€ [titi) = [ti i + A,

Furthermore we assume to have reasonable information
about the future bandwidth requirement in an interval
[t;,t; + T;] with T; suitably fixed.

In the subinterval [#;, t; + A,) a possible solution for the
allocation problem is identified by the couple of number
(x; A;) and the admissible set is

Di = {(x,—,A,-) c -%2 X € [O,NLAI' S [07 Tl]}

The cost of the generic solution should take into account
two different and opposite requirements. The first one is
related to the interest of achieving a good fitting between
the allocated bandwidth x; and the predicted requirement
X (t]i). A reasonable estimation for the future requirements
is provided by the prediction given by Eq. (6).

The second requirement is related to the interest of min-
imizing the number of commutations for x;, that is of max-
imizing the length of each subinterval A;.

A possible choice for the cost index is therefore

J(xi, A) = oc/ [(fc(t\i) —x;)’dr = (1 — a)A,

where o € [0,1] is a weight factor, suitably fixed.

At this point, we can consider a sequence of optimiza-
tion problems, consisting in the determination of the global
minimum (x, A?) for J over D, which can be solved on-line
at each instant 7, i =0,1,2,. ..

We note that the generic problem admit a solution,
being D; compact and J continuous over D;. Furthermore,
it is useful to observe that no optimal solution exists for
A;=0. In fact

J(xi,O) =0 Vx,» S [O,N]
while, assuming x; = x(#|i) and A; = ¢, we have

JG(t]i),€) < oe max {[5(t]i) — 5t} — (1 — a)e

teti ti+e]

Taking (6) into account, it can be easily verified that the
first term of the above inequality is o(¢?). Then, for ¢ >0
sufficiently small, we have

J(x(4]i),e) < (a—1)e <0

In order to search for the optimal solution, we can exploit
the well-known Kuhn-Tucker Theorem [13,14] which
yields the extremals of the problem. Defined the Lagrang-
ian function

ti+A;
Lix An) = / (R (eli) — xi)dt — (1 — )A, -y,
ti

+ 1y (xi = N) =3 + ny (A = T))

where 1 = (7117on3n4)” is the vector of the Kuhn-Tucker
multipliers, the necessary conditions for the minimum are

aL ti+A;

o i (i) = x;) 1+

oL N .

oA a(x(t; + Aili) —x)* = (1 —0) =3+ 1y =0
1’]1)(:,':0

m(xi—N)=0

48 =0

ny(Ai = T;)) =0

n, =0, i=12734

Solving the necessary conditions and taking into account
the admissibility conditions and the above observation
about the positivity of any possible optimal A, the follow-
ing result holds.

Proposition 1. For each 7 > 0, denoting by

x(t) = ! /rt[ ch(u|i)du (11)

T

the set of the extremals of the problem is not empty and is
constituted by the following solutions:
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e the couples

(X(A7); A7), VA € (0,Ty) = %(1i + A D)

1 —o

= 3(A) £ (12)

=P

Taking Eqgs. (6) and (11) into account, with easy compu-
tation, Egs. (12) and (13) can be, respectively, put in the
form

o
e the couple (x(T;), T

x(t; + Tili) [

e the couples (x7, A7) with
IN 1 —e A IN
r = + — | x(4]i) ——— 14
KAV ERTREN VYN (x( 2 z+u> a4
for each A7 € (0,T;) such that:
N (1 + (24 pA]) — 1
G+ A,
A+ 1 -«
> . 15
(A+ wx(t]i) — AN (15)
e the couple (x7, T;) with:
AN 1 —e 0 IN
T = x(t]i) — —— 16
=it u+u>i<“'” ) 1e)

if

$(t,+ Tl l —Vﬁﬁ' yﬁ“] (17)

By analyzing the above results, it is possible to give some
conclusions about the number of possible extremals, candi-
dates for optimal solution of the problem.

Proposition 2. The considered problem admits at most
three extremal solutions.

In fact the couples given by Eqgs. (14) and (15) are at
most two. This statement follows by observing that
condition (15) can be put in the form

1T A

—(A+p)A* 18
1+ (A4 A" (18)
where
A4 |
T (A+ px(6]i) — AN

Observing that right-hand side of Eq. (18) represents two
equilateral hyperboles with vertices in (—1, £|I']), with an
easy geometrical study we have that, if [I'| > 1, there is at
most one solution corresponding to the lower sign of Eq.
(18). If |I'|<1, there are at most two solutions, each of which
corresponds to one of the signs of Eq. (18). The couple
(x7, T;) with x7 given by (16) can produce the third extremal.

Obviously, in case of more than one extremal, the
identification of the optimal solution requires a comparison
of the values of the cost index in each of them.

3.2. Choice of T;

The choice of the upper bound 7; for A; can be made by
exploiting the information about the quality of the forecast
given by its variance (7). By substituting (6) into (7) we
deduce

AuUN

o> (t]i) = Ae 2HHnl0) 4 pem (i) 4 T t>1t (19
where:
2 N
A = o (ili) + L s5(t]i) — —F—
At (A+n)
- N —
s+ )
s (2 +w)
We note that
lim (1) = o2 = 4 (20)
e (A+n)

Furthermore ¢ (7]i), as given by (19), turns out to be a
monotonic function of ¢ or exhibits at most one instant 7
in which its derivative vanishes

1 ( 2A>
- In{——
At B

Obviously this latter case verifies if — > 1. We suggest to
fix 7} such that o”(]i) remains under a ﬁxed fraction of the
limit value ¢2. In particular we chose 7} such that:

;:t,+

(1—19)a?

I

Uz(ti + T,|l) = ?90'2(t1|l> +
for a suitably fixed ¢ € (0,1).

(21

Proposition 3. Eq. (21) admits a unique solution 7;> 0 for
i=1,2,... if the initial choice o (#|0) is such that:

a*(t[0) < o7 (22)

In fact, if (22) holds, the behavior of (19) for i = 0 is mono-
tonic increasing or with just one maximum. The Eq. (21)
for t;=1y and i=0 admits a unique solution 7,. The
updating of o (o + To|0) = ¢°(£1]0) due to the processing
of y(t;), leads to ¢°(#;|1) which is less than ¢°(#;]0) due to
the improvement of the estimation introduced by the new
information carried by the measurement itself. This fact
is easily verified in the case of Kalman filtering; in fact,
substituting (10) into (9) for ¢, | = ¢, and i =0, we have:

C26*(1,]0)

Gz(tl‘l) — Uz(tl |0> = C262(t1|0) + 0'2(11)

Then, being ¢*(#,|0) < ¢?, it follows that o*(1;|1) < 2. At
this point, repeating the same argument, Proposmon 3is
proved.
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In order to compute 7; in explicit form it is possible to
substitute (19) for r=1¢+ T; and (20) into (21), thus
obtaining the equation
Ae 2T pem (T 4 D = () (23)
where

AUN
D= i
(Z+w)
Solving (23) we have:
1 24
Ti = In
A+ —B4+VB*—44C

which gives just one positive solution corresponding to one
of the two signs.

(24)

3.3. A possible “emergency procedure”

Obviously the procedure described in Section 3.1 gives a
constant value x{ to the number of active connections in
the interval [t;,#; + A7) which turns out to be more or less
accurate compared to the values of the actual active connec-
tions x (¢) in the same interval. This difference, according to
its sign, corresponds to a wasted bandwidth or to an insuffi-
cient bandwidth reservation. For elastic traffic, an insuffi-
cient bandwidth reservation can be generally tolerated.
Minor tolerance can be accepted for streaming traffic and
therefore an adjustment procedure can be useful in order
to guarantee that the above difference is contained into pre-
scribed limits. The control of the errors introduced by the
optimal solution can be made by performing an on-line filter-
ing during each interval [f;,¢; + A7) with a fixed step ¢
sufficiently small.

Let us define

tl/:t,+j5,j:1,2,

and assume to get measurements y(Z;) in the same instants.
We can calculate the filtering X(¢; |i;) and assume this quan-
tity in order to control the entity of the errors. We can
introduce two positive thresholds m; and m, as allowed
limits for both the kinds of errors

—my < X(t;]i;) —x] <my (25)
If 7, denotes the first possible instant in which one of the

constraints (25) is violated, the suggested adjustment pro-
cedure is to assume:

iy =t
This amounts to keep valid the optimal solution x¢ only in the
interval [#;,7;) and to solve a new optimization problem by

exploiting the previous procedure starting from the
instant 7, .

3.4. Sequential steps of the predictive optimization procedure

Finally, in order to summarize the proposed reservation
procedure and for the reader convenience, let us report the

sequential on-line list of operations which constitute the
generic ith sub-problem of filtering-optimization-
forecasting.

(1) By means of Egs. (4) and (5) or (8) and (9) (or other
possible filtering equations), starting from forecasting
results x(4]i — 1), 6*(¢;|i — 1) and by exploiting the mea-
surement  y(z;), compute the filtering results
x(t]i), a*(t]i).

(2) By means of Eq. (24), compute T; such that x(¢]i) is a
reliable forecasting in the interval (¢;, ¢; + 7;], on the
basis of corresponding values of ¢ (1]i).

(3) By means of Egs. (14)—(17), compute the extremal
solutions {(x;, A7)} for the ith optimization sub-prob-
lem; the number of extremals ranges from 1 to 3.

(4) By direct computation of the cost function J(x}, A’)
and subsequent comparison, find the optimal solution
(x?, A?) of the ith optimization sub-problem, which cer-
tainly exists.

(5) Utilize the optimal solution x? in the subinterval
[t;, tiy1) With ;) =t + A?, provided that no emergency
occurs. In the mean time, by means of Egs. (6) and
(7), compute the forecasting results X (¢, i), 0> (¢i11 7).
(6) Go back to step 1 with i —> i+ 1.

(7) During step 5, successive measurements y(z;) are
processed on-line, for ¢, € [t;,¢;4 1), in order to com-
pute a current filtering %(#;|i;) (more reliable than the
forecasting x(z; |i)); if a time?; exists such that x(7; |i;)
differs from x? more than a fixed threshold, actuate the
emergency procedure, by putting ;. = £;,.

(8) If the emergency procedure is activated, go back to
step 2 with  x(tq|i + 1) =x(3]i), 0% (ta[i 4+ 1)
= 0’(7;i;) and with i — i+ 1.

4. Numerical results and performance evaluation

To obtain the following numerical results, the proposed
method has been applied using the approximate Kalman—
Bucy filter described by Eqgs. (8)-(10). We adopt this filter
because it provides a very good approximation of the exact
filter (Egs. (4) and (5)), while being less complex, as shown
in our previous work [12].

We used the topology of Fig. 2 to apply the proposed
method for simulated traffic. The traffic was generated
between the various nodes of the network according to
the birth-death model (Eqgs. (1) and (2)). Variance of
the noise added to the traffic was set at o> = 0.3. We
monitor the traffic on the link 6-13 in the network.
The traffic on this link is an aggregate of the various ses-
sions between different source—destination pairs in the
network. We split the experiments in two sets, character-
ized by the given values for the model parameters A, u.
The various parameters for the eight performed experi-
ments are given in the Table 1.

For both the sets of experiments, our method has been
applied either without the “emergency procedure” varying
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the value of parameters o, ¥ (Experiments 1-4, 6 and 7) or
with the “emergency procedure” for m; = m, =2 (Experi-

ments 5 and 8). The results are shown in Figs. 3-10.

We also used real traffic traces to verify the performance
of the proposed bandwidth reservation method. The two
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Fig. 6. Experiment 4. Simulated data: traffic load and bandwidth

reservation.



3272 T. Anjali et al. | Computer Communications 29 (2006) 3265-3276

Actual
* Estimation
18} ——Reservation

Bandwidth (Mbps)

L | | | | | | | 1
0( 50 100 150 200 _ 250 =300 350 400 450 500
Time (min)

Fig. 7. Experiment 5. Simulated data: traffic load and bandwidth
reservation.
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Fig. 8. Experiment 6. Simulated data: traffic load and bandwidth
reservation.

25

Actual
* Estimation
—Reservation

Bandwidth (Mbps)

1 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450 500
Time (min)

Fig. 9. Experiment 7. Simulated data: traffic load and bandwidth
reservation.
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Fig. 10. Experiment 8. Simulated data: traffic load and bandwidth
reservation.

sets of real traffic data were obtained from Abilene nodes in
Kansas City and Houston on August 15, 2004. We have
estimated N according to the standard estimation proce-
dure for the maximum admissible value of a random vari-
able [15]. The values of 4 and u were derived observing that
the average inter-arrival time is %Z and the average inter-
departure time is %’2‘ Parameters 4 and p have been esti-
mated by evaluating the above times on the available
historical data. The nature and the characteristics of the
experiments and the results are similar to those performed
and obtained with simulated data. Also for real data, we
have applied the ‘“emergency procedure” in two cases
(Experiments 11 and 14). The parameters for the two sets
of data are shown in Table 2. The time to compute the
solution of the generic optimal reservation sub-problem,
is small enough (less than 1 s) to allow the on-line use of
the method. The obtained results are shown in Figs. 11-16.

To evaluate the performance of our method by the
obtained results, the following indices have been taken into
consideration:

e n/ny: the number n of bandwidth variations, corre-
sponding to the number of optimization sub-problems
solved on-line, as a fraction of the total number ns of
considerate samples;

e E: the total square error of the optimal solution com-
pared with the corresponding estimated number of
active connections

Table 2
Experiments with real traffic traces
Set N A I o 9 my, my  Experiment number
3 50 0.04 006 03 03 - 9
0.7 07 - 10
03 03 2,2 11
4 50 002 009 03 03 - 12
0.7 07 - 13
03 03 2,2 14
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Fig. 11. Experiment 9. Real data: traffic load and bandwidth reservation. Fig. 14. Experiment 12. Real data: traffic load and bandwidth reservation.
15 T T T
Measured
*
= =« 10
Q. Q.
o) o)
=3 =3
£ £
3 3
2 2
2 2
S S * * %
o m
5F ,
5| |
0 ‘ ‘ ‘ 0 ‘ ‘ ‘
50 100 150 200 250 50 100 150 200 250
Time (min) Time (min)
Fig. 12. Experiment 10. Real data: traffic load and bandwidth reservation. Fig. 15. Experiment 13. Real data: traffic load and bandwidth reservation.
25 T T T 15 T T T
Measured Measured
* Estimation * Estimation
= =« 10
Q Q
o) o)
= =
= <
bl 3
2 2
©° ©
= =4
© ©
[51] m
5F ,
5F ,
0 ‘ ‘ ‘ 0 ‘ ‘ ‘
50 100 150 200 250 50 100 150 200 250
Time (min) Time (min)
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E=Y" (&) —x)°

i=1
e A% the mean duration of subintervals with constant
bandwidth

_ 1<
M:ZE;M

e 71: the number of “emergency procedures” performed
during the experiment, in case this procedure is allowed.

The summary of the results of the experiments from the
previous Tables 1 and 2 are shown in Table 3.

It is possible to observe the following properties of the
system when the bandwidth is managed using our proposed
method for both simulated and real data:

(1) increasing 4 and u with all the other parameters kept
fixed, the renegotiation cost increases G increases and
A" decreases) and the fitting cost decreases (E decreases);
(2) increasing o, the renegotiation cost increases
= increases and A’ decreases) and the fitting cost
decreases (E decreases);

(3) increasing ¢ the renegotiation cost increases
G increases and A’ decreases) and the fitting cost
decreases (E decreases);

(4) using the “emergency procedure”, the renegotiation
cost increases (;- increases and A’ decreases) and the
fitting cost decreases (£ decreases).

To compare the performance of the proposed method
with other widely used bandwidth reservation schemes,
we have also implemented the peak and the mean dynamic
bandwidth allocators for the same traffic profiles. The

profile but has a phase lag which is more evident in the case
of variable traffic. To perform the comparison, we define a
new metrics similar to E defined earlier. The new metric is
EPeak (E™eaM) which represents the total square error of the
peak (mean) reservation compared with the corresponding
measured number of active connections. The results of the
experiments are shown in Table 4 and in Figs. 17-20.

As can be seen from the Table 4, the performance of the
proposed method is better both for the simulated and the
real traffic. The value of the error metric E is higher for
both the peak and mean based reservation schemes. The
comparison was performed while keeping the number of
renegotiations equal for all the three methods. This result
is expected due to the inherent phase lag in the reservation
achieved by the peak and mean schemes, as can be seen in
Figs. 17-20.

5. Conclusions

This paper presents a new method for the optimal
dynamic bandwidth reservation for the LSPs in MPLS net-
works. The method includes the on-line processing of noisy
measurements of the LSP traffic load in order to get filter-
ing and forecasting of the same load. On the basis of this
information, a sequence of optimization problems is solved
on-line to find the best value of bandwidth reservation and
the time duration in which this constant value holds. The
minimized cost function in each step is a convex combina-
tion of the quadratic difference between the constant
reserved bandwidth and the estimated traffic profile over

Table 4
Results of Comparison

dynamic peak (mean) bandwidth reservation is achieved Experiment number ~ Figure number 7 E ppeak pmean
by measuring the peak (mean) of the traffic profile for a 15 (5) 17 2 662 2667 1721
specific interval of time and then by reserving these 16 (8) 18 41 768 2434 2058
resources in the next interval. In other words, the peak 17 (11) 19 27706 1728 906
(mean) reservation does not correspond to the actual traffic 18 (14) 20 14 318 723 362
Table 3
Results of experiments
Experiment number Figure number niny E A° n
1 3 22/500 = 0.044 2949 21 None
2 4 46/500 = 0.092 1759 10.54 None
3 5 32/500 = 0.064 1355 14.43 None
4 6 52/500 = 0.104 1592 9.26 None
5 7 53/500 = 0.106 662 18.49 41
6 8 41/500 = 0.082 1737 11.63 None
7 9 98/500 = 0.196 1083 4.9 None
8 10 78/500 = 0.156 768 11.42 54
9 11 27/500 = 0.108 1544 9.8 None
10 12 64/500 = 0.256 1388 4.2 None
11 13 54/500 = 0.216 706.3 9.7 37
12 14 14/500 = 0.056 527.4 18.7 None
13 15 27/500 = 0.108 290.9 18.7 None
14 16 19/500 = 0.076 318.5 17.1 7
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Fig. 17. Experiment 15. Comparison with peak and mean based reserva-
tion schemes.
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Fig. 18. Experiment 16. Comparison with peak and mean based reserva-
tion schemes.
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Fig. 19. Experiment 17. Comparison with peak and mean based reserva-
tion schemes.
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Fig. 20. Experiment 18. Comparison with peak and mean based reserva-
tion schemes.

a suitable time interval and the duration of this interval.
The analytical solution of the optimal problem provides
up to three possible candidates (extremals) at each decision
instant. The global optimum can then be identified among
these extremals by a direct on-line cost comparison. Thus,
this method provides the optimal solution with a low com-
putational effort. The “emergency procedure” of re-estima-
tion and optimization is used when the difference between
the reserved bandwidth and the estimated traffic is greater
than a given threshold. This “emergency procedure” is
employed to take into account the sudden and unpredict-
able variations in the stochastic properties of the traffic.
The proposed method has been widely tested and validat-
ed, both with simulated and real data. The impact of each of
the procedure parameters (c, 1, my, m,) on the quality of the
results has been analyzed in order to give useful indications
to the network operator about the parameter selection.
The proposed method has been shown to satisfy the needs
for quality of service and cost reduction that are at the base
of the problem formulation. In particular, it has been verified
that optimal level of fitting between the traffic and the
reserved bandwidth can be obtained both for simulated
and real data, while reducing the renegotiation cost drasti-
cally (n < <ny). In addition, the solution of the optimal res-
ervation problem requires a short computational time
allowing the on-line use of the method. This characteristic
is achieved through the analytical determination of the
closed form solution of the possible optimal candidates,
avoiding the use of numerical methods that have a slow con-
vergence. Finally, the validity of our method has been veri-
fied through a comparison with other commonly adopted
methods of bandwidth reservation, such as peak and mean.
It has been shown that for the same number of bandwidth
renegotiations, the quadratic total error between the
assigned bandwidth and the measured trafficis notably lower
with our method, both for simulated and real data. The rea-
son of the superiority of the proposed method compared
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with the traditional ones is related to two innovative and rel-
evant points. First, the bandwidth reservation is performed
based on the prediction of the future traffic, while the tradi-
tional methods use only the past information for the traffic.
Second, the bandwidth reservation in each future subinterval
is selected using an optimal procedure taking into account
both the cost of renegotiation and the cost of bandwidth
over- or under-dimensioning.
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