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Abstract

Wireless Asynchronous Transfer Mode (WATM) systems are becoming an important field in recent days due to their increasing use and
applications. A WATM system is the result of synergy betweenwireless networks and asynchronous transfer mode(ATM) technologies.
Designing anefficient mobile communication system is considered as a challenging task, given its complexity and operation environments. A
major task activity related to these systems addresses the call admission control and resource management.

In this paper, we consider these issues in wireless ATM networks integrating the Code Division Multiple Access (CDMA) technology. An
approach for a dynamic resource management is proposed using heterogeneous traffic descriptors as well as the concept of signal-to-
interference rate, computed at the base station receivers. An adaptive monitoring scheme that is based on an estimation algorithm and
driven by a measurement of the signal-to-interference and predicted traffic parameters of the admitted connections is established. The
Dynamic control that we propose at the user network interface, UNI, provides information about the instantaneous bit rate of a source
allowing more effective flow control and achieves a good match in terms of predicting the congestion of any switch. It is able to police
implicit resource management, which is used for both Constant Bit Rate (CBR) and Variable Bit Rate (VBR) traffics as well as explicit
resource management that is used for Available Bit Rate (ABR) traffic. q 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

In recent days, there is an increasing interest in integrating
mobility to Asynchronous Transfer Mode (ATM) networks.
However, researchers and developers are facing several
problems that complicate the task of integration. One of
these problems is handoff and rerouting of connection
with Quality of Service (QoS) guarantees. This problem
has become critical in the inherently connection-oriented
ATM systems and is the major concern of this paper.

Recent advancement in communications and computers
technologies have enabled high-speed networks to support
real-time constraints and have encouraged the implement-
ation of sophisticated applications. Next generation wireless
networks will support not only data and voice services but
also multimedia applications that will need sophisticated
error control, efficient synchronisation control, and flexible
resource allocation and management. Existing ATM
networks are designed to support wireline-users with fixed
locations, and offer no capability of connection setup, hand-
off, cell forwarding, and re-routing functions that the wire-

less users might need during their mobility. Moreover, they
tend to be susceptible to congestion with mobile environ-
ment. Congestion may, in that case, reduce the ATM’s high
QoS by increasing the cell loss and delays to unacceptable
levels. Effective policing of traffic can prevent congestion
from occurring; and therefore, a policing function that can
control traffic to the necessary reliability level (i.e. a conges-
tion probability close to zero) is crucial requirement. One
such policing requirement, known as the leaky bucket poli-
cing function, has the potential to control the critical
demand for traffic at the UNI interface [1–5]. There are a
variety of leaky bucket algorithms, each is suited to a parti-
cular traffic type of those depicted by the ATM Adaptation
Layers AAL1-5, [1,2,5]. The most interesting schemes are
those algorithms that can be used for bursty traffics. The
present challenge for any one of these algorithms is the
ability to be adapted to the varying characteristics of bursty
traffic in wireless environment, particularly when the Code
Division Multiple Access (CDMA) technology is used for
wireless systems.

The growth of wireless communications paired with the
rapid developments in ATM networking technology fore-
sees a new era in telecommunications. Additionally,
demand for cellular communications has placed a heavy
demand on the capacity of wireless/air interfaces and the
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network resources available. The success of cellular mobile
communications has helped the implementation of Personal
Communications Services (PCS). PCS will provide voice,
text, video and data, and as a consequence, demand for
higher transmission speed and mobility is even greater.
Congestion in Wireless ATM systems is becoming an
important issue, particularly when the CDMA technology
is used.

In this paper, we propose to develop a dynamic monitor-
ing scheme of traffic that provides information about the
instantaneous bit rate of a source, allowing more effective
flow control and achieving a good match in terms of predict-
ing the congestion state of the connection source. We show
that our scheme is able to police implicit resource manage-
ment (which is used for both CBR and VBR traffic types) as
well as explicit resource management for Available Bit Rate
(ABR) traffic and Unspecified Bit Rate (UBR) traffic. Our
approach is based on the large deviation techniques that
have been developed in a general mathematical study of
the tail of the steady-state queue length distribution. The
general framework of the theory that we develop in this
paper includes the computation of the effective bandwidth,
which was first proposed in Refs. [6–8]. Our prime objec-
tive in this work is to develop a theory for dynamic and
predictable traffic regulation.

2. The request for additional resources

Many publications have dealt with bandwidth utilization
in CDMA ATM networks [9–12]. Most of them have
focused on monitoring traffic without considering effec-
tively the ATM resources. In our paper, we develop a
control monitoring scheme that takes into consideration
the information about channel characteristics pertinent to
CDMA, and the information about connection traffic para-
meters pertinent to ATM resources (bandwidth and buffer
storage).

Consider a set of base stations providing access to a
network. When a certain connection needs more resources
for a certain period of time, the Dynamic Leaky Bucket
(DLB) algorithm has to determine whether this request
can be accepted or not. The decision criterion is to accept
the request if, in the new network state, the expected infor-
mation Bit Error Rate (BER), across all existing connections
will not exceed the QoS threshold, and if the amount of
requested resources (bandwidth and buffer) are available.
Two categories of information flow can be considered for
the DLB algorithm. The first category is concerned with
information about connection traffic parameters. We will
show later, how it is possible to establish relationships
between the traffic descriptors and the BER. The second
category concerns information about channel characteristics
pertinent to BER. Such information is available in the local
base station. One possible information is the interference to
signal ratio value. The admission decision is based on both

the source traffic declarations and the channel characteris-
tics measured at the local base station. The main objective
of this paper is to design both optimal Call Admission
Control and DLB algorithms, with respect to physical
resources utilization, and channel characteristics (BER,
and interference magnitude) under QoS constraints.

To make an admission decision based on the estimated
interference parameters, one needs to establish the relation
between the interference and the information of BER for
which the constraint is imposed. In our approach, we use
the adaptive signal-to-interference thresholdCmin, that
corresponds to the bit information, which ensures that the
BER constraint is met if signal-to-interference samples is
smaller than the threshold. We assume that if the signal-to-
interference ratio is greater than its threshold, then the recei-
ver will not demodulate exactly the bit. According to the
QoS requirements. We can assume that each base station is
allowed to loose a number of bitsbs, for each connection
that is handled, and depending on the traffic classs, 1 # s #
S: The admission decision of requesting additional resources
is based on the computing of the effect of additional
resources on the signal-to-interference ratio, for the connec-
tions that have the number of lost bits close to their thresh-
old, as shown below.

• If C $ Cmin; then the request for additional resources is
authorized (C is the new value of the signal-to-interfer-
ence ratio when the additional resource is considered).

• If C , Cmin; andb # bs; whereb denotes the number of
lost bits corresponding to the most critical connection
(i.e. the connection that has the number of lost bits
close to its threshold), when the request of additional
resources is considered then the request for additional
resource is authorized.

• If C , Cmin; andb . bs then the request for additional
resources is rejected or partially accepted (later we will
show how the second decision can be made).

3. Traffic description and resource allocation

We assume that we allow statistically identical traffic
types with the same QoS requirements to share buffers
and bandwidths. Each traffic type, characterized by some
QoS requirements, belongs to some traffic classs, 1 # s #
S; whereS denotes the total number of classes. We denote
by Ns(t) the number of traffic connections, which belong to
the sth class of traffic at timet. At each base station, we
assume that the network supervisor attributes to thesth
aggregate traffic a bandwidth equal tobs, and a capacity
buffer equal toms. Later, we will show how to compute
both resources.

Now, consider a connection requesting a QoS require-
ment of classs. Our preliminary QoS goal is to limit large
delays or ensure that cell loss probability is quite small. In
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order to do so, we require that

P�Xs�t� . ms� # j;

whereXs(t) is a stochastic process distributed as the buffer’s
stationary workload of thesth aggregate traffic, andj is a
positive small real number that is fixed by the network
supervisor. WhenNs(t) connections are handled by a base
station at some timet, each one is requesting a buffer
storage equal tomi,s. The constraint 12 P�Xs�t� . ms� $
1 2 j; is equivalent to 12

QNs�t�
i�1 P�Xi;s�t� . mi;s� $ 1 2

j; where Xi,s(t) is a stochastic process distributed as the
buffer’s stationary workload of theith connection ofsth
aggregate. Assuming that the set of stochastic processes
{ Xi;s�t�} 1#i#Ns�t�; have similar statistical characteristics, we
can easily deduce that:

P�Xi;s�t� . mi;s� #
j

Ns�t� ; e2mi;sli;s�Ns�t��

where the parameterl i,s(Ns(t)) depends on timet andNs(t),
determines the instantaneous stringency (strictness) of the
QoS requirement corresponding to theith connection of the
sth aggregate.

We propose to view each source traffici, like a particle in
statistical mechanics, [9–11]. We assume that this source
traffic behaves as a constant rate flow with a rater for a
period of timet with probabilitypi,s(r,t). Using the results of
the large deviation theory, the probability density function
pi,s(r,t) can be shown to have the form of Gib’s distribution,
say e2tbp

i;s�r�; wherebp
i;s�r� is the “entropy function”, [9], of

the ith connection belonging to thesth aggregate traffic.
This entropy functionis obtained from the Legendre trans-
form of the energy functionbi;s�li;s�Ns�t��� :
bp

i;s�r� � maxx�rx 2 bi;s�x��:
The instantaneous energy functionbi;s�li;s�Ns�t��� can be
determined by using the principle of large deviation of Gart-
ner–Ellis, [9–11]. Using the results mentioned in [13], we
can easily prove that:

bi;s�li;s�Ns�t��� � log
X∞
k�0

�li;s�Ns�t���kmk
i;s

k!

" #
;

where

mk
i;s � lim

t!∞
{ E�Xi;s�t��} k

t
;

and Xi,s(t) denotes the number of cell arrivals of theith
connection belonging to thesth class, in the interval of
time [0,t]. Note that m1

i;s corresponds to the bandwidth
needed for theCBR traffic, which is indicated in the QoS
contract of theith connection. Fork $ 2; we can easily
prove thatmk

i;s can be deduced in terms ofm1
i;s as shown

below:

mk
i;s �

Xk
j�0

k

j

 !
�m1

i;s�k2jdk
i;s;

where

dk
i;s � lim

t!∞
E{ �xi;s�t�2 E�xi;s�t���k}

t
:

We denote bybi;s�li;s�Ns�t��� the instantaneous effective
bandwidth ofith connection belonging to thesth aggregate
traffic. It is given by:

bi;s�li;s�Ns�t��� � bi;s�li;s�Ns�t���
li;s�Ns�t�� :

The probability density function of theith connection
belonging to thesth aggregate traffic is given by:

pi;s�r ; t� � e2tBp
i;s�r�:

In order to investigate the performance evaluation of the
system, we need to characterize the number of cells related
to the ith connection belonging to thesth aggregate traffic,
and present at timet. The following relation explains this.

xi;s�li;s�Ns�t��� � max�0; �r 2 bi;s�li;s�Ns�t����t�;
Oncepi;s�r ; t� is computed, we can deduce the probability
that there are at leasta i,s cells from thesth aggregate traffic,
present at timet in the buffer of theith base station:

P�xi;s�li;s�Ns�t���� $ ai;s� �
Z∞

r� ai;s

t 1 bi;s�li;s�Ns�t���
e2tBp

i;s�r� dr

There are three parameters to specify the quality of service.
It turns out that all of them are related to the probability
distribution of the queue lengthP�xi;s�li;s�Ns�t���� $ ai;s�: A
certain quality of service is maintained if all three para-
meters are below the bounds specified by the user of the
network. The three parameters are:

• Cell loss ratio (CLR): This is the fraction of cells that are
lost due to buffer overflow. This obviously relates to the
probability distribution of the queue length.

• Mean cell delay (MCD): This is the average time each
cell spends in the queue. The mean delay is therefore
directly related to the expected value of the queue length
E{ xi;s�li;s�Ns�t���} :

• Cell delay variance (CDV): This is the square of the
standard deviation of the cell delays from their mean. It
is related to the variance of the queue length.

The instantaneous CLR corresponding to theith connection
that belongs to thesth aggregate, is defined as the expected
number of cell losses due to buffer overflow divided by the
expected number of the arriving cells:

CLRi;s�li;s�Ns�t��� �
Z∞

r�ms
t 1 bi;s�li;s�Ns�t���

e2tBp
i;s�r� dr :

The instantaneous MCD corresponding to theith connection
and belonging to thesth aggregate is simply the length of the
queue divided by the service rate. The MCD, is the expected
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value of this delay:

MCDi;s�li;s�Ns�t��� � E�x�li;s�Ns�t����
bi;s�li;s�Ns�t��� ;

where

E�x�li;s�Ns�t���� �
Xms 2 1

q�0

qP�x�li;s�Ns�t��� � q�;

andP�x�li;s�Ns�t��� � q� is given byP�x�li;s�Ns�t��� $ q�2
P�x�li;s�Ns�t��� $ q 2 1�: We can easily prove that:

MCDi;s�li;s�Ns�t��� <

Xmi;s 2 1

q�0

P�x�li;s�Ns�t��� $ q�

bi;s�li;s�Ns�t��� :

By the same procedure we can find that the CDV, is given
by:

CDVi;s�li;s�Ns�t��� � E{ �x�li;s��2} 2 { E�x�li;s��} 2

�bi;s�li;s��2
;

<

Xms 2 1

q�0

�2q 1 1�P�x�li;s� $ q�2
Xms 2 1

q�0

P�x�li;s� $ q�
8<:

9=;
2

�bi;s�li;s��2
:

We now compute the stringency parameter,li;s �
li;s�Ns�t��: The relationship betweenmi;s�li;s�Ns�t��� and
bi;s�li;s�Ns�t��� is simply given by:

mi;s�li;s�Ns�t��� � bi;s�li;s�Ns�t���MCDi;s�li;s�Ns�t���:
Using the constraint given earlier, we can easily prove that:

li;s�Ns�t�� � log
Ns�t�
j

� �mi;s�li;s�Ns�t���21" #
:

Therefore, the following procedure can be used.

Algorithm 1:. while uxn 2 xn21u . e;

computexn � 2

log
j

Ns�t�
� �� �

mi;s�xn21� :

4. CDMA system description

We will consider a CDMA system where the received
signal in the channel is the sum of the transmission due to
all users and additive white Gaussian noise. The received
signal at timet, due to theuth user which belongs to thesth
class, is given by; Rus�t� �

���������
2Pus�t�
p

cos�vC 1
fus�

P1 ∞
j�1 bus� j�wus�t 2 jT�; where:

• Pus(t) is the instantaneously power signal ofuth user,
• bi

us [ { 2 1; 1} is the ith bit of uth user,

• T is the bit period,
• wus(t) is the instantaneously spreading waveform ofuth

user,
• vC is the carrier frequency, and
• fus is the carrier phase ofuth user.

The spreading waveform of theuth user is given by:

wus�t� �
XN
n�1

wus�n�t�t 2 nTC�;

wherewus(n) is thenth element of the sequence foruth user,
t (t) is a unit pulse of lengthTC, andN is the processing gain
given byN � T=TC:

Due to the fading phenomena, the received signal in the
channel at the base station is given by:

r�t� �
XS
s�1

XNs

u�1

ausRus�t�1 4�t�;

whereaus is the attenuation coefficient due to the Rayleigh
fading, and4 (t) is the white Gaussian noise. Thenth
sample, 1# n # N; of the uth user belonging to thesth
class, at the output of the filter is given by:

rus�n� �
��
2
p Z�n1 1�TC

nTC

r�t�t�t 2 nTC� cos�vCt 1 fus� dt;

where the above signal has been converted to baseband via
filters.

In a conventional matched filter detector, these samples
are multiplied by the spreading sequence for the desired
user, and are given by:

xus�n� � wus�n�
(
aus

����
Pus

p
wus�n�TC

X1 ∞

j�1

bus� j�1 4�n�
)

1
��
2
p

wus�n�

×
(X1 ∞

j�1

XS
s�1

X
z�1

Ns

z±u

azsbzs� j�
����
Pzs

p
azs cos�fzs2 fzs�

×
Z�n1 1�TC

nTC

wus�t 2 jT� cos�2vCt 1 fus 1 fus� dt

)
:

Thus, we can deduce the expression of the signal-to-inter-
ference ratio related to the bit information, of theuth user
belonging to thesth traffic class:

Cus� aus
����
Pus
p

~wusTC

��
2
p XS

s�1

X
z�1

Ns

z±u

azsbzs� j�
����
Pzs

p
azs cos�fzs2 fus�Izs

8>><>>:
9>>=>>;
;

where

~wus�

XN
n�1

wus�n�
N

;

M.S. Obaidat et al. / Computer Communications 23 (2000) 942–949 945



and

Izs�
Z�n1 1�TC

nTC

wzs�t 2 jT� cos�2vCt 1 fus 1 fzs� dt:

We need now to express the instantaneous power of the
signal of a connectioni, belonging to thesth class, in
terms of the instantaneous stringency of the QoS require-
mentli;s�Ns�t��: First, we need to compute the autocorrela-
tion function of the stochastic processxi;s�li;s�Ns�t��� given
by:

Rx
is�li;s�Ns�t1��;li;s�Ns�t2���
� E�xi;s�li;s�Ns�t1���xi;s�li;s�Ns�t2����;
Let Rr �t1; t2� � E�r�t1�r�t2��; be the autocorrelation

function of the processr(t), and mr �t� � E�r�t�� be its
instantaneous mean. Therefore, we can easily prove that:

Rx
is�li;s�Ns�t1��;li;s�Ns�t2���
� t1t2{ Rr �t1; t2�2 bis�li;s�Ns�t1���bis�li;s�Ns�t2���

× mr �t1�bis�li;s�Ns�t1���mr �t2�bis�li;s�Ns�t2���} ;
The Fourier integral of the stochastic processxi;s�li;s�Ns�t���;
is a stochastic process in the variablev given by:

Nis�v;2v� �
ZZ

t1;t2
Rx

is�lis�Ns�t1��;lis�Ns�t2��� e2jv�t12t2� dt1 dt2;

Thus, the instantaneously power signal of theith user,
Pu

is�t� � Pu
is�bis�lis�Ns�t����; when it is requesting bandwidth

bis�lis�Ns�t��� at time t, is given by:

Pu
is�t� � 1

2p

Zbis�lis�Ns�t���

0
Ni;s�v;2v� dv:

5. Usage parameter control

In order to prevent gross misuse of network resources, it
is reasonable to include a mechanism for peak rate policing
at all access points for a public ATM network. However, as
ATM provides bandwidth on demand, peak rate policing
will not suffice to ensure QoS and fairness to other users
sharing buffers and bandwidth. Consequently, connections
violating agreed upon traffic descriptors must also be
throttled into compliance or penalized accordingly. We
now describe an approach to accomplish this task.

Let bis�lj
i;s�Nj

s�0��� be the user specified bandwidth of a
connectioni, 1 # i # Nj

s�0�; that belongs to traffic classs,
and passing through base stationj, at time 0. LetNj

s�0� be the
number of connections belonging to thesth class and
handled by the jth base station at timet � 0�; and
bis�lj

is�Nj
s�t��� the effective bandwidth of the departure

process from the leaky bucket policy at timet. A connection
j is said to have violated its contract at timet, if:

bis�lj
i;s�Nj

s�t��� . bis�lj
is�Nj

s�0���

which is equivalent tolj
is�Nj

s�t�� , lj
is�Nj

s�0��: When a viola-
tion is detected, we begin to adaptively determine the token
rate,Jj

is�t� such asbi;s�lj
i;s�Ns�t��� � Jj

i;s�t�:
This dynamic mechanism may take place, by identifying

all other connections belonging to the same traffic classs,
and satisfying the following condition:

bis�lj
i;s�Nj

s�t��� , bis�lj
is�Nj

s�0���
which is equivalent tolj

i;s�Nj
s�t�� . lj

is�Nj
s�0��:

For each connectioni, requesting additional amount of
resources, the DLB proceeds as explained by algorithm 2
discussed below.

Algorithm 2:. Step 1:Compute the following parameter:

xis�t� � Min l

X
l[Route�i;s�

�ll
k;s�Nl

s�t��2 lj
i;s�Nj

s�t���
8<:

9=;
which is the smallest policedpositiveleaky bucket that can
be offered to the connection for which a violation has been
detected at timet, where Route (i,s) designates the route of
connectioni which belongs to traffic classs.

Step 2:Repeat the following:

• Compute

DC j
i;k;s � min

k;s
k±i

2C j
ksl

j
is�Nj

s�t��
2lj

is�Nj
s�t��

Dlj
is;

where DC j
i;k;s designates the interference caused by

connection i for the connection k, and Dlj
is �

lj
is�Nj

s�t��2 lj
is�Nj

s�0��:
• If maxk; j;s �C j

i;k;s 1 DC j
i;k;s� $ Cmin or maxk; j;s �C j

i;k;s 1
DC j

i;k;s� , Cmin and the total number of lost bits will not
exceed its threshold for the most critical connection, then
the request is accepted.

• If maxk; j;s �C j
i;k;s 1 DC j

i;k;s� , Cmin and the total number
of lost bits exceeds its threshold for the most critical
connection, then replaceDl j

is by Dlj
is=�h 1 1�; (h is an

arbitrary positive real number in ]0,1[, fixed by the
administrator).

When reaching the exact value oflj
is �Nj

s�t��; the value
of Jj

i;s could be set equalbi;s �lj
is�Ns�t��2 xis�t��:

This adaptive leaky bucket policy can be used to manage
dynamically both CBR and VBR traffic. ForABR flow
control that has a mechanism for explicit allocating
resources, we suggest to use this policy that can achieve a
good match in terms of predicting the congestion state of the
network.

Let us assume that anABRsource requests some amount
of resources (bandwidth, and buffer) for a certain period of
time P. We choose to decompose this period toD small
interval of time �0;P�� SD 2 1

l�0 �tl ; tl11� such that we can
predict on each interval of time during which the amount of
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resource is guaranteed with a certain accuracy. This dynamic
policy enables us to maximise the resource utilisation.

To do this, we assume that a connectionjs that belongs to
classs is transiting overM base stations. Each base station
m;1 # m # M; is assumed to holdNm

s �t� connections of
class s at time t. Also, we assume that this connection
formulates the need for additional resources for a certain
period of timeP. The leaky bucket algorithm at the access
point (1st base station), will compute its stringency para-
meterlj

is�Nj
s�tk�� at each timetk;0 # k # D; using algorithm

1 explained earlier. Givenlj
is�Nj

s�tk�� then using algorithm 2,
we can readjust the cell rate during the period�tk11; tk12�:

6. Real time measurement and implementation of the
dynamic leaky bucket

Cell Delay Variation Tolerance is a problem in statistical
multiplexing. It greatly impacts bandwidth determination,
and it is difficult to specify accurately. In addition CDV
generated in the network may affect the amount of band-
width needed. The existence of CDV makes it difficult to
derive an accurate reference model, and so the control of the
respect of the terms of the QoS contracts.

Now, we need to characterize the aggregated traffic of
classs transiting over base stationm, 1 # m # M; without
considering the connectionj. Roughly speaking, we need to
compute the probability that this aggregated traffic at node
m, behaves as a constant rate fluid with rater for a period of
time t. Let Pms(r,t) be this probability, then:

Pm;s�r ; t� � %
Sr i�r

e
2t S

i;i±j
�Bp

i;s�ri�
dr1…drnm;s

:

One way to overcome these difficulties is to implement a
DLB algorithm that uses the observation of cell streams and
counts the number of cells arriving to the input buffers. Let
xh be this number counted during theith measurement
period. We have:

q�w; t� �

XL
h�1

1�xh � w; t�
L

; w� 0;1;2;…

During eachL measurement period, 1�xh � w; t� � 1 if
xh � w; otherwise, it is 0.

Within the interval of time��t 2 1�L; tL�; the DLB algo-
rithm predicts the probability distribution {q�w; t�} based on
{ q�w; t 2 1�} : Let this prediction be {̂q�w; t�} : The prediction
problem can be stated as follows. Given the random variable
q�w; t-1�; predict

q̂�w; t� � aq�w; t 2 1�1 b
dq�w; t 2 1�

dt
;

such that the mean squared valueEuq̂�w; t�2 q�w; t�u2 of the
resulting errore � q̂�w; t�2 q�w; t� is minimum. The solu-
tion is based on the result known as the orthogonal principle,

which states that the mean squared error is minimum if the
constantsa andb are such that:

E{ �q̂�t�2 q�t��q�t 2 1�} � 0:

Using this principle, we can prove easily that:

a� Rq�1�
Rq�0� ; b� R0q�1�

R00q�0� ;

whereRq�1� �E�q�w; t�q�w; t21�� andRq�0��E��q�w; t��2�.
Now, we describe a real time approach that estimates the

true value oflj
is�Nj

s�t��; which represents the true supported
QoS at time t. A good estimation can be given using
Kulback–Leibler formula [4], that enables us to reduce
the distance between the exact value oflj

is�Nj
s�t�� and its

estimation:

w j
i;s�t� � log 11

1 2
Xmis 2 1

w�0

ı̂�w; t�

X
w$mis

wı̂�w; t�2 mis

Xmis 2 1

w�0

ı̂�w; t�

0BBBBB@
1CCCCCA:

The method we propose is as follows. At timetk, we have the
set {l̂�w; tk� according to the aggregated values. We predict
{ l̂�w; t�; tk # t # tk11; using the following formula:

l̂ms�w; t� �
X

r

l̂ms w 2 r t 2 tk 2
mTs

n

� �
; tk

� �
Pms�r ; t�:

Then we compute the estimationw j
i;s�t� at time t and use

algorithm 2 in order to readjust the cell rate during the
period�tk11; tk12�:

7. Guaranteed QoS continuity

In this section, we develop a strategy for addressing
the problem of guaranteed QoS continuity in ATM
CDMA network. We define the functionN j

s�t� �
H�~Qj

s�t��; where ~Qs�t� � �qj
is�t��1#i#Ns�t�; indicates the

instantaneous guaranteed QoS vector for the connections
handled by thejth base station, at timet, in terms of the
number of mobilesNj

s�t�: Our approach is based on the
development of an instantaneous indicator that first predicts
the algebraic value of additional number of mobilesDN j

s�t�;
which will be handled by each base corresponding to each
traffic class station. This is equal to the number of mobiles
leaving minus the number of mobiles arriving to the base
station. Then it establishes the relationships between this
algebraic value and the instantaneous QoS of different
connections.

We can now determine the new valueNj
s�t�1 DNj

s�t� �
H�~Q j

s�t�1 D ~Q j
s�t��; when the number of mobiles at timet,

change fromNj
s�t� to Nj

s�t�1 DNj
s�t�: Using the results we

developed in Ref. [3], we can prove easily that:

DNj
s�t�

Nj
s�t�

# D ~J j
s�t� ~Q � ~Qj

s�t��;
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where

D ~J j
s�t� � Dqj

is�t�
qj

is�t�

 !
1#i#N j

s�t�
is a row vector and

~Q j
s� ~Qj

s�t�� � 1

Nj
s�t�

dH�~Qj
s�t��

d�N j
s�t��

is a column vector and~Q j
s� ~Qj

s�t�� is called the Relative
Increase Ratio of Mobiles (RIRM).

7.1. Computing the Relative Increase Ratio of Mobiles
(RIRM) metric

The QoS criterion is governed by the CLR, MCD, and
CDV. All these parameters depend on the instantaneous
stringency of the QoS requirement,l j

is�N j
s�t��: Since

~Q j
s� ~Qj

s�t�� � 1

N j
s�t�

dH� ~Qj
s�t��

d�N j
s�t��

;

we can easily deduce that:

d� ~Qj
s�t��

d�N j
s�t��

� d�qj
is�t��

d�l j
is�t��

d�l j
is�t��

d�Nj
s�t��

" #
1#i#N j

s�t�

whereqj
is�t� describes the CLR, MCD, or CDV. The compu-

tation of

D ~J j
s�t� � Dqj

is�t�
qj

is�t�

 !
1#i#N j

s�t�

is easily given by:

D ~J j
s�t� �

dqj
is�t�

dl j
is�N j

s�t��
qj

is�t�
Dl j

is�N j
s�t��

0BBBB@
1CCCCA

1#i#N j
s�t�

7.2. Computing�DN j
s�t�=N j

s�t��
In order to guarantee the continuity of QoS, it seems very

natural to predict periodically the number of handled
mobiles given their present values and past behaviour.
The problem can be stated as follows. Given the set of
random variables {N j

s�tk�} 0#k#n; estimate N j
s�tn1r � such

that each mean is given by;

N̂ j
s�tn1r � �

Xn
k�0

h�k�Nj
s�tn2k�;

wherer is the prediction period. This predictor is the output
of a linear time invariant causal system with input
{ N j

s�tk�} 0#k#n and delta {h�k�} 0#k#n: To do this, we need
to have the mean squared valueE{ uN̂ j

s�tr1n�2 N j
s�tr1n�u2} of

the resulting errore � N̂ j
s�tr1n�2 Nj

s�tr1n� to be minimum.
The solution is based on the result known as the orthogonal
principle, which states that the mean squared error is mini-

mum if the constant {h�k�} 0#k#n are such that:

E{ �N̂j
s�tr1n�2 Nj

s�tr1n��Nj
s�ti�} � 0; ;0 # i # n:

Using this principle, we can prove easily that {h�k�} 0#k#n is
a solution of:

RN j
s
�m1 r� �

Xn
k�0

h�k�RNs
j �m2 k�; ;0 # m # n:

whereRN j
s
�m� is the autocorrelation function of the stochas-

tic processNj
s�t�: Given the set {h�k�} 0#k#n; we can deduce

the expression of�DNj
s�t�=Nj

s�t�� as ��N̂ j
s�t 1 r�2 Nj

s�t��
=�Nj

s�t���.With �DNj
s�t��=�Nj

s�t�� in hand, the network admin-
istrator can predict the value of the stringencyl̂ j

is�Nj
s�t 1 r��

that designates the QoS contracted by the existing connec-
tions at timet 1 r : Then:

DNj
s�t� #

XN j
s �t�

i�1

dqj
is�t�

dlj
is�Nj

s�t��

" #2
dlj

is

dNj
s�t�

Dlj
is

qj
is�t�

( )
;

�lj
is�1#i#N j

s �t� [ QoSContract

8>>><>>>: :

8. Conclusion

To conclude, we defined dynamic monitoring schemes of
traffic that provide information about the instantaneous bit
rate of a source. This allows more effective flow control and
can achieve a better match in terms of predicting the conges-
tion state of the connection source. We also proposed an
adaptive approach for the call admission and request for
additional resource management, as well as a predictive
scheme that enables us to maintain the continuity of the
QoS guarantee. Our approach is based on the determination
of a signal-to-interference rate and uses the large deviation
theory. Both DLB, and guaranteed QoS continuity algo-
rithms can be considered to achieve a good match in
terms of predicting the performance indices to monitor
and control connections dynamically. Our approach
requires monitoring the parameter that helps determining
the stringency of the QoS.
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